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Observation of Transient
Structural-Transformation
Dynamics in a Cu2S Nanorod
Haimei Zheng,1* Jessy B. Rivest,2 Timothy A. Miller,3 Bryce Sadtler,1,4† Aaron Lindenberg,3

Michael F. Toney,5 Lin-Wang Wang,1 Christian Kisielowski,1,6 A. Paul Alivisatos1,4*

The study of first-order structural transformations has been of great interest to scientists in
many disciplines. Expectations from phase-transition theory are that the system fluctuates
between two equilibrium structures near the transition point and that the region of transition
broadens in small crystals. We report the direct observation of structural fluctuations within a
single nanocrystal using transmission electron microscopy. We observed trajectories of structural
transformations in individual nanocrystals with atomic resolution, which reveal details of the
fluctuation dynamics, including nucleation, phase propagation, and pinning of structural
domains by defects. Such observations provide crucial insight for the understanding of
microscopic pathways of phase transitions.

First-order structural transformations in
solids play an important role in a variety
of processes ranging from information stor-

age (1, 2) to materials processing (3). An un-
derstanding of the microscopic mechanisms of
structural transformations is critical for under-
standing and controlling these processes. In nano-

scale systems, the energetic barrier to a structural
transformation scales with crystal size. When
the size of a nanocrystal is in a regime where
thermal energy is comparable to the energy bar-
rier for phase transformation, fluctuations be-
tween two stable structures occur at the transition
point (4, 5). This is relevant to many molecular
and solid-state phenomena near equilibrium,
and there have been numerous studies of the
ensemble fluctuations that accompany these
phase transformations (6–10). However, in en-
semble studies, only the average characteristics
of the fluctuations can be observed, and many
important features may be completely obscured
by parallel, unsynchronized transition processes.
In this study, we focus on observing the indi-
vidual structural fluctuations in a single nano-
crystal by taking advantage of recent advances in
transmission electron microscopy (TEM). Ad-
vances in electron optics and recording systems
for TEMhave enabled rapid imagingwith single-

atom sensitivity across the periodic table and
with greater collection efficiency (11–13). This
provides extraordinary opportunities to study
the structural-transformation dynamics in situ
with atomic resolution.

A model system chosen for this study is the
structural transformation between the low- and
high-chalcocite phases of copper sulfide (Cu2S)
nanorods (i.e., with dimensions of 5 by 28 nm).
We synthesize Cu2S nanorods through a colloidal
solution process, and the nanorods show the low-
chalcocite phase at room temperature (14). The
low-chalcocite is monoclinic with a space group
of P21/c or Pc, in which copper atoms partially
occupy the lattice sites within a distorted hexag-
onal sulfur lattice frame (15). When Cu2S trans-
forms into the high-chalcocite structure (a space
group of P63/mmc), the hexagonal sulfur sub-
lattice remains rigid, but copper atoms occupy
different lattice sites (16, 17) (see the Cu-S phase
diagram in fig. S1). In Cu2S nanorods, the struc-
tural transformation is poised relatively close to
room temperature [376 K in bulk and ~337 T 4 K
in the nanorods (18)]; therefore, thermal energy
sufficient to induce the structural transformation
is low enough to avoid melting, ripening, defect
rearrangement, or other unwanted perturbations
of the nanocrystals. The nanorod geometry allows
for the atomic structure of the material to be re-
solved through the thickness of a few nanometers,
whereas the ability to independently control the
length enables us to adjust the number of fluc-
tuating domains within the particle.

Another convenient feature of the Cu2S nano-
rod system is that because the transformation
temperature is relatively low, heating from the
electron beam can be used to induce the structural
transformations. Samples for this investigation are
prepared by drop-casting a dilute solution of Cu2S
nanorods on a conductive carbon grid. While im-
aging by TEM, part of the energy dissipated from
the interaction between the nanocrystal and the
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electron beam (e.g., inelastic scattering of the
incident electrons) is converted into heat. The
equilibrium temperature of the nanocrystal is
determined by the electron current density (en-
ergy input) and thermal dissipation. There have
been many reports on the heating of a sample by
electron-beam irradiation, where a wide range of
temperature increases have been reported (19–21).
Here, we found that under controlled electron-
beam irradiation a Cu2S nanorod on a carbon thin
film can be heated above its phase-transition tem-
perature of 337 T 4 K [i.e., it is estimated that at
steady-state conditions, a Cu2S nanorod is heated
to ~347.8 K under electron-beam irradiation with
a current density of 5000 electrons per Å2 per
second; see details in the supporting online
material (18)]. The structural-transformation
temperature of an ensemble of Cu2S nanorods
without electron-beam irradiation was verified
by x-ray diffraction studies of a powder of Cu2S
nanorods (18).

We have estimated that fluctuations between
the two structures in the Cu2S nanorods should
be observable under the above imaging condi-
tions. As the system approaches the critical
temperature, the relative probability of observing
the two phases is given by (22)

P1/P2 ¼ exp
−(E1 − E2)DT

TCkBT

� �
ð1Þ

where P1 is the probability of observing phase 1,
P2 is the probability of observing phase 2, T is
temperature, Tc is the phase transition temperature,
kB is the Boltzmann constant,E1 – E2 = (e1 – e2)N
is the latent heat (enthalpy of transition), (e1 – e2)
is the transition enthalpy per Cu2S unit cell, and
N is the number of Cu2S unit cells. For a Cu2S
nanocrystal of a given size (for instance,N = 1000),
if we take ∆e = 3849 J/mol (40 meV per unit cell)
(23), Tc = 337 T 4 K, and P1/P2 = e

−1 (at the critical
phase-transition temperature, the thermal fluctua-
tion of kT is equal to the transition energy), we find
that ∆T ~ 0.2 K. This suggests that the structural
transformation in a Cu2S nanocrystal with N =
1000 (2- to 4-nm domains) occurs within a tem-
perature range of Tc T 0.2 K. Our experiments
show that this broadening in the transition tem-
perature provides ample opportunity to collect
structural-transformation trajectories.

Figure 1 illustrates the image-processing tech-
nique that we have developed to visualize the
different structural domains within a Cu2S nano-
rod in a high-resolution TEM (HRTEM) image.
We apply digital masks in Fourier space, which
are characteristic of each of the two phases.
The corresponding filtered real-space images
allow for the identification of the low- or high-
chalcocite domains in a single nanocrystal. For
noise reduction, our mask design captures only
Fourier components above a given threshold
[e.g., signal/noise > 10; see II and III in Fig. 1A,
in which the MacTempas image simulation pro-
gram (24) was used for image processing and
Adobe Photoshop software was used for false

Fig. 1. Images and image process to visualize the low- and high-chalcocite structures in a Cu2S nanorod.
(A) Image process to highlight the low-chalcocite (green) and high-chalcocite (red) domains in HRTEM
images of a Cu2S nanorod. (I) Obtain the fast Fourier transform (FFT) pattern (left) of the original HRTEM
image (right). (II) Place a mask in the FFT pattern in (I) allowing the diffraction spots of the hexagonal
lattice to pass (left). The corresponding filtered image shows the high-chalcocite domain or the hexagonal
lattice frame of low-chalcocite (right). (III) Place a mask in the FFT pattern (I) only allowing the low-
chalcocite diffraction spots to pass (left). The corresponding filtered image shows the low-chalcocite domain
(right). (IV) Highlight the two structures in the Cu2S nanorod by overlapping the two filtered images (right)
and the twomasks in II and III (left). (B) The low-chalcocite structure in the [110] zone axis. Images from top
to bottom: the atomic structure from the selected section in (A) (top), simulated image (second row),
structural model (third row), and simulated electron diffraction (bottom). In the atomic structure in the top
image, the low-chalcocite (in the core) is superimposed with the high-chalcocite structure (outer layer of the
nanorod). (C) The high-chalcocite structure in the [010] zone axis displayed in the same order as in (B).

Fig. 2. Trajectory of the struc-
tural transformations in a Cu2S
nanorod. (A) Sequential im-
ages showing the low-chalcocite
structure (green), mixed structure
(mixed green and red domains),
and the pure high-chalcocite
structure (red). (B) Trajectory of
structural transformations from
a low-chalcocite structure (L) to
the transitionperiodwith fluctua-
tionsbetween the twophases, and
the final stable high-chalcocite
structure (H).
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coloring of the images (see fig. S2)]. As a result,
the filtered images do not represent all atom po-
sitions in the two phases, but rather reflect the size
and shape of the structural domains. By applying
this procedure to a time series of HRTEM images,
the spatial distribution of the two phases within a
single Cu2S nanorod can be tracked in time.

We recorded a series of HRTEM images con-
tinuously at a rate of 0.5 s per frame using an
aberration-corrected transmission electron mi-
croscope operated at 80 kV. The microscope
is tuned to a spherical aberration (Cs) value of
–0.015 mm, and the defocus is set to ~8 nm.
Under these conditions, atomic columns appear
bright and the intensities reveal the positions of
copper and sulfur as long as the surface rough-
ness of the sample does not substantially exceed
the focal spread in the beam direction (~1 nm)
(13). Thus, the atomic structures of the two
phases are resolved in a single image (Fig. 1, B
and C; a comparison between the single image
and the phase image by exit-wave reconstruction
for each phase is shown in fig. S3). By applying
the above image processing to the HRTEM im-
age series collected under these conditions, the
dynamic spatial distribution of the structural do-
mains, as well as changes in the atomic structure
of a Cu2S nanorod during structural transforma-
tion, can be observed.

Figure 2 shows the trajectory of the structur-
al transformation from low- to high-chalcocite
phase in a single Cu2S nanorod (similar trajec-
tories of phase transitions have been observed in
many other Cu2S nanorods). The nanorod ini-
tially has the expected low-chalcocite structure.
Under electron-beam irradiation, either the com-
plete Cu2S nanorod or a portion of it temporarily
transforms into high-chalcocite phase, and the
two structures fluctuate for an extended period
of time. Ultimately, the nanorod transforms into
the stable high-chalcocite phase (Fig. 2; see de-
tails in movie S1). In Fig. 2B, “H” represents the

states with a pure high-chalcocite structure in the
Cu2S nanorod, and “L” represents the presence
of low-chalcocite phase in the nanorod, including
both the pure low-chalcocite structure and a mixed
structure. By decreasing (or increasing) the elec-
tron current density, the duration of the period
during which fluctuations are observed increases
(or decreases, respectively). We have further no-
ticed that once the Cu2S nanorod has transformed
into the stable high-chalcocite structure, the struc-
ture remains, even when the electron beam is
shut off for a period of time. This suggests that
the high-chalcocite structure tends to be trapped
in the nanorod (25).

The high level of detail of our observations
provides insight into the nature of structural trans-
formation in a Cu2S nanorod. For instance, we
can see differences in the nucleation processes
between the forward and reverse transformations.
At the onset of the transition from low- to high-
chalcocite, the high-chalcocite structure is ob-
served at the outer surface of the low-chalcocite
nanorod (Fig. 3A). The high-chalcocite propa-
gates inward concentrically until the whole nano-
rod is transformed into pure high-chalcocite phase.
This transition behavior is similar to a solid-liquid
phase transition, such as the high-temperature
melting of a metal nanoparticle (26). When the
low-chalcocite phase reappears (nucleates), it is
located at the core of the high-chalcocite Cu2S
nanorod (Figs. 2 and 3, also see movies S1, S3,
and S5). The low-chalcocite domain (i.e., 2 to 4 nm
in diameter) can propagate along the long-axis of
the nanorod or grow into a larger domain, which
suggests that the transition from high- to low-
chalcocite is a nucleation and growth process. It
is likely that there are rapid structural fluctuations
of even smaller domains during the nucleation
process.

The dynamics of the Cu2S structural trans-
formation are strongly affected by the presence
of defects. Defects, such as a stacking fault across

a Cu2S nanorod, separate the nanorod into dif-
ferent structural domains (Fig. 4 A and B). Tra-
jectories of structural fluctuations are different in
adjacent domains (Fig. 4C; also see movie S3).
The smaller domain (zone II) fluctuates more fre-
quently than a larger domain (zone I). We have
observed the prevalence of high-chalcocite struc-
ture at the domain boundary during the transition,
which is probably due to the higher energy of
the defect sites. One can imagine that complex
phase-transition kinetics occurs in bulk materials
and nanocrystal ensembles due to parallel phase-
transition processes in different parts of the sam-
ple. The nanorods present a simplified case where
fluctuations in just a few domains along the length
of the nanorod can be monitored.

We have estimated the fluctuation kinetics by
using a thermodynamic fluctuation model (27).
For a small system embedded in a larger reservoir
(e.g., a low-chalcocite domain at the core of a high-
chalcocite nanorod), the probability for the small
system to have an internal energy of E is

P(E) ¼ exp
−(E − E0)

2

2kBT 2C

� �
ð2Þ

where E0 is the average internal energy of the
small system and C is the specific heat for the
small system (27). We assume that the structural
transformation occurs when the energy change
(E – E0) is equal to the interface energy (Es) of
the small system. The fluctuation time t can be
expressed as

t ¼ t0 exp
E 2
s

2kBT 2C

� �
ð3Þ

Here, t0 is an attempt time for the atoms to
execute the transition, usually taken as a vibra-

Fig. 4. The effect of defects on the structural trans-
formations of a Cu2S nanorod. (A) HRTEM image
after image processinghighlighting the low-chalcocite
domains (green). (B) Filtered image showing (110)
planes, where the regions marked with dashed lines
highlight two stacking faults. (C) Trajectories of struc-
tural fluctuations in zones I and II during the transi-
tion period.

Fig. 3. Sequential images showing the pathways of structural transformations in two Cu2S nanorods. (A)
The high-chalcocite structure (red) is formed at the outer surface of the nanorod. The low-chalcocite
domain is shown in green. (B) The low-chalcocite structure nucleates at the core of the high chalcocite.
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tional period, which is on the order of picoseconds.
Es between high- and low-chalcocite phases re-
sults from the different Cu arrangements in these
two phases and the related extra Ewald energy at
the interface. This is similar to the case of the inter-
face between wurtzite (WZ) and zincblende (ZB),
where the different second nearest-neighbor atomic
positions cause different Ewald energies in these
two phases. It has been found that the interface
energy between WZ and ZB per surface unit cell
is similar to the energy difference per unit cell
(28). Thus, if we take this approximation that the
interface energy between low- and high-chalcocite
is the same as the internal energy difference be-
tween these two phases, (e1 – e2) = 40 meV per
unit cell (23), and assume that there are N Cu2S
unit formulae inside a spherical core, we have Es =
(36p)1/3N2/3(e1 – e2). Note that C = CunitN, and
Cunit = 52 J/mol·K (23). Thus, from Eq. 3, we get
t ~ 2 s when N = 1000 and t0 = 1 ps (29). This
fluctuation time is of the same order as our ob-
served experimental value.

In summary, we have observed dynamic struc-
tural transformations of a single Cu2S nanorod
from a low- to a high-chalcocite structure. The
influence of the surface and interface energies
on nucleation and pinning phenomena of a par-
ticular phase by defects suggests strategies for
stabilizing metastable structures. The ability to
directly visualize these processes will aid in the
future design of materials with new and con-
trolled phases.
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Palladium-Catalyzed Aerobic
Dehydrogenation of Substituted
Cyclohexanones to Phenols
Yusuke Izawa, Doris Pun, Shannon S. Stahl*

Aromatic molecules are key constituents of many pharmaceuticals, electronic materials, and
commodity plastics. The utility of these molecules directly reflects the identity and pattern of
substituents on the aromatic ring. Here, we report a palladium(II) catalyst system, incorporating an
unconventional ortho-dimethylaminopyridine ligand, for the conversion of substituted
cyclohexanones to the corresponding phenols. The reaction proceeds via successive
dehydrogenation of two saturated carbon-carbon bonds of the six-membered ring and uses
molecular oxygen as the hydrogen acceptor. This reactivity demonstrates a versatile and
efficient strategy for the synthesis of substituted aromatic molecules with fundamentally
different selectivity constraints from the numerous known synthetic methods that rely on
substitution of a preexisting aromatic ring.

Phenols are common precursors and core
structures of industrial chemicals rang-
ing from pharmaceuticals to polymers. The

introduction of chemical functional groups with
specific patterns around the aromatic ring rep-

resents a key challenge in the preparation of these
molecules (1). Electrophilic aromatic substitutions
are classical chemical reactions that remain among
the most versatile methods for the synthesis of
substituted phenols; however, strong electronic
directing effects associated with these reactions
limit their utility to the preparation of ortho- and
para-substituted derivatives. This limitation has
inspired extensive efforts to identify complemen-
tary routes to substituted phenols, such as a recent

two-step arene C–H borylation/oxidation pro-
cedure for the introduction of a hydroxyl group
into an aromatic ring, guided by steric rather
than electronic effects (2). Recent advances in
palladium-catalyzed aerobic oxidation reactions
(3–5) suggested to us that diverse phenol deriv-
atives, including those with meta substitution,
could be accessed by dehydrogenation of cyclo-
hexanones via sequential Pd-mediated C–H
activation/b-hydride elimination steps, followed by
tautomerization of the resulting dienone product
(Fig. 1A). This strategy is appealing because
PdII–hydride intermediates formed in this mech-
anism could be oxidized by molecular oxygen
(6, 7), thereby enabling the overall process to be
catalytic in Pd with water as the sole by-product
(Fig. 1B). Successful catalysts for this class of
reactions could find broad utility owing to the nu-
merous straightforward chemical reactions that
provide access to substituted cyclohexanones, in-
cluding enolate arylation and alkylation meth-
ods, conjugate addition to cyclohexenones, and
Robinson annulation and Diels-Alder reactions
(Fig. 1C).

The preparation of phenols from ketone pre-
cursors have been explored previously (8–16).
Condensation reactions of acyclic ketones, for
example, with b-ketoaldehydes or b-diketones,
enable direct access to substituted phenols (8),
but low product yields, limited access to starting
materials, and/or formation of isomeric products
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